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Abstract. This paper1 presents a novel view independent approach on
silhouette based human motion analysis for gait recognition applications.
Spatio-temporal 1-D signals based on the differences between the outer
of binarized silhouette of a motion object and a bounding box placed
around silhouette are chosen as the basic image features called the dis-
tance vectors. The distance vectors are extracted using four view direc-
tions to silhouette. Gait cycle estimation and motion analysis are then
performed by using normalized correlation on the distance vectors. Initial
experiments for human identification are finally presented. Experimen-
tal results on the different test image sequences demonstrate that the
proposed algorithm has an encouraging performance with relatively ro-
bust, low computational cost, and recognition rate for gait-based human
identification.

1 Introduction

The combination of human motion analysis and gait recognition based human
identification, as biometrics, in surveillance systems has recently gained wider
interest in the research studies [1][3][6]. There has also been considerable interest
in the area of human motion classification [12], tracking and analysis [4] in recent
years. Those are required as initial steps in gait recognition algorithms for human
identification applications [1][3]. The main purpose and contributions of this
paper are summarized as follows;

– We attempt to develop a simple but effective representation of silhouette for
gait-based human identification using silhouette analysis. Similar observa-
tions have been made in [7][8], but the idea presented here implicitly more
capture both structural (appearances) and transitional (dynamics) charac-
teristics of gait.

– Instead of width/length time signal of bounding box of moving silhouette
usually used in existing gait period analysis [10][11][3], here we analyze four
distance vectors extracted directly from differences between silhouette and
the bounding box, and further convert them into associated four 1D signals.

1 This work is suported by KTU (Grant No: KTU-2002.112.009.1).
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– The proposed method also presents the motion cues which can be used to
determine human activities such as walking or running. Unlike other meth-
ods, this does not require on a geometrical shape models [9], not sensitivity
to small noisy on silhouette data [4]. The proposed algorithm is not pixel-
based implementation, and the idea can be applicable to real scenes in which
objects are small and data is noisy.

The method presented is integrated into a low-cost PC based real-time view
independent visual surveillance system for gait cycle estimation, human mo-
tion analysis their activities in monochromatic video, and then adapted into
initial studies on gait recognition for human identification. The novel approach
is basically to produce view directions based 1-D distance vectors represent the
distances between silhouette and the bounding box. Thus, four 1-D signals are
extracted for each view directions, they are top-, bottom-, left-, and right-views.
Then correlation-based a similarity function is executed to estimate gait cycle
of moving silhouette and to analysis human motions. The key idea in this work
is that simple, view independent, fast extraction of the broad internal motion
features of an object can be employed to analyze its motion and meanwhile for
gait-based human identification. Finally, gait recognition results are also pre-
sented to show applicable the proposed method for human identification.

2 Spatio-temporal Human Motion Representation

Spatio-temporal human motion representation is based on the view directions
to silhouette which is generated from a sequence of binary silhouette images
bs(t)= bs(x,y.t), indexed spatially by pixel location (x,y) and temporally by
time t. There are four different image features: top-, bottom-, left- and right-view
based distance vectors, as shown in figure 1. Form a new 2D image FT (x, t) =∑

y bs(x, y, t), where each column (indexed by time t) is the top-view distance
vector of silhouette image bs(t), as shown in figure 1.a. Each value FT (x, t)
is then a count of the number of the row pixels between the top side of the
bounding box and the outer boundaries in that columns x of silhouette image
bs(t). The result is a 2D pattern, formed by taking the differences from the top
view direction together to form a spatio-temporal pattern. A second pattern
which represents the bottom-view direction FB(x, t) =

∑
y bs(x, y, t) can be

constructed by counting the number of the row pixels between the bottom of
the bounding box and its silhouette, as shown in figure 1.a. The third pattern
FL(y, t) =

∑
x bs(x, y, t) is then constructed by taking the row differences (the

number of the column pixels) from the left side of the bounding box to silhouette.
The last pattern FR(y, t) =

∑
x bs(x, y, t) is also finally constructed by taking

the row differences from the right side of the box to silhouette (figure 1.c).
From the temporal distance plots, it is clear that the view distance vector

is roughly periodic and gives the extent of movement of the outer contours on
the view direction of silhouette. The brighter a pixel in figure 1.b and 1.d, the
larger value is the value of the view direction vector in that position. In this
study, silhouette extraction is achieved by simple background subtraction using
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Fig. 1. Spatio-temporal motion representations. (a) Top-, bottom- (c) Left-, right-views
to silhouette, (b) and (d) temporal plot of the distance vectors.

a dynamic background frame estimated and updated in time, more details could
not given here because of page limitation of the paper, but it can be found
in [2]. Then a 3x3 median filter operator is applied to the resulting images to
suppress spurious pixel values. Once a silhouette generated, a bounding box is
placed around silhouette. Silhouette across a motion sequence are automatically
aligned by scaling and cropping based on the bounding box.

2.1 Features Derived from View Distance Vectors

The output of the detecting and tracking module gives a sequence of bounding
boxes for every object [2]. Reference signals Rv(x) and Rv(y) for v view distances
vectors at location column and row to silhouette are first obtained by assigning
the distance signals produced from previous frame, respectively. In other words,
the processes, Rv(x, t) = Fv(x, t − 1) and Rv(y, t) = Fv(y, t − 1), are executed.
Then the same manner is sequentially repeated for the following frames to up-
date the reference signals. In order to use in gait cycle estimation and motion
discrimination, normalized correlation is performed to obtain maximum similar-
ities between two view distance vectors produced from sequential two frames;
for instance FT (x, t) in the current frame and RT (x, t) from the previous frame
for top view. This is repeated for each view distance vectors.

3 Motion Analysis

We present a low-level approach to distinguish walking and running actions and
to estimate the frequency and phase of each observed gait sequence, allowing us to
performdynamic time warping to align sequences beforematching to achieve a gait
basedhuman identification. First, normalized correlationprocesses are executed as
explained in previous section, and some of the experimental results are also shown
in figure 2. For an input sequence (Fig. 2.a), once the person has been tracked for
a certain number of frames, its spatio temporal gait parameters such as the nor-
malized correlation based variations of the moving silhouette can be estimated.
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Fig. 2. (a) Example images used, (b) Normalized correlation results for walking and
running, (c) Aspect ratio signals (i.e width/height.) of the bounding box

The normalized correlation results on four view distance vectors in the image se-
quence includes walking and running person’s actions grabbed on different views
are acquired as shown in figure 2.b. In that, the reference signals are automatically
updated by copying the view distance vectors produced from previous frame in the
sequence. To be able to produce optimum similarities on the distance vectors, the
reference signals have naturally been normalized by selecting from previous frame
in order to eliminate the influence of spatial scale and signal lengths.

The last line in figure 2 (i.e. Fig. 2.c) shows the aspect ratio signals (i.e.
width/height in the bounding box) of the moving silhouettes. From the correla-
tion plot, it is noted that view distance vectors change with time as the person
transits through a period of view independent action, there is a high degree of
correlation among the distance vectors across frames. In the experimental studies
in the image sequence includes walking and running persons in lateral view, the
normalized correlation results obtained from the all view distance vectors pre-
sented in this paper have exhibited the periodical signals. For oblique views, the
top- and bottom-views distance vectors based normalized correlation processes
have given more robust results than the left- and right-views distance vectors.
The characteristics in their results on the test image sequences have given the
similar signal characteristics with the aspect ratio signals for both lateral and
oblique views, as shown in figure 2. For frontal view, the aspect ratio signals
have not given a periodical signal on both actions (walking and running). But
the view distance vectors-based correlation results have successfully exhibited
the periodical signal characteristics.
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Fig. 3. Gait cyclic Estimation: Signals after removing the background then auto-
correlation. (a) View distance based (b) Aspect ratio based auto-correlation results
for walking person in frontal view, (c) View distance based (d) aspect ratio based
auto-correlation results for running person in oblique view.

3.1 Gait Cycle Estimation

Human gait is a repetitive phenomenon, the appearance of a walking/running
person in a video is itself periodic. Several vision methods have exploited this
fact to compute the period of human gait from image features [10][11][3]. In
[10][11], width time signal or height time signals of the bounding box of moving
silhouette derived from an image sequence are used to analyze gait period. In
[3], the aspect ratio of the bounding box of moving silhouette as a function of
time is also used to determine the period of the gait. Different from them, here
this paper presents four view distance vectors based variations on the moving
silhouette as a function of time so as to enable them to cope effectively with
both lateral view and frontal view.

Figure 2 displays a clear cyclical nature in the correlation results obtained
on the view direction-based distance vectors. To quantify these signals, we may
first remove their background component by subtracting their mean and dividing
by their standard deviation, and then smooth them with a symmetric average
filter. We finally compute their autocorrelation to find peaks, as shown in figure
3. For frontal view, although the periodical characteristics of moving silhouettes
are correctly detected by left- and right-view distance vectors based gait cycle
estimation (as plotted in figure 3.a), there has not been able to achieved any pe-
riodical characteristics on the results of the aspect ratio signals on the bounding
box, as shown in figure 3.b. The proposed algorithm for gait cycle estimation
has achieved more robust experimental results than the aspect ratio for frontal
view. For oblique, as plotted in figure 3c-d, and lateral views, both the proposed
method and the aspect ratio can easily detect the gait cycles.
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3.2 Motion Discrimination

To determine if an object exhibits periodicity, an 1-D power spectrum, P (f),
of auto correlation is estimated. Periodic motion will show up as peaks in this
spectrum at the motion’s fundamental frequencies [5]. A peak at frequency fi is
significant if

P (fi) = µp + K ∗ σp (1)

where K is a threshold value (typically 0.7), µp is the mean of P, and σp is
the standard deviation of P. In order to distinguish walking and running, the
main motion frequency is estimated by determining the peak which has largest
impulse from the significant peaks (eq. 1) in the power spectrum. One cycle of
the movements is extracted using the indicated location of the largest impulse.
Smaller impulses may also be present (harmonics) at integer multiplies of the
fundamental.

Another point of interest to distinguish two actions from each other is that the
variance of running frequencies is greater than that of walking frequencies. For
each view distance vectors, the average variance of the amplitude in the power
spectrum was determined on the experimental video sequences produced from
different views (Lateral, frontal, oblique). Then the average variance values for
each view distance vectors have also been used as threshold data. The threshold
values for the variance of the motion, the running frequencies can be clearly
distinguished from the that of walking. Those values only correctly classify 88%
of the gaits (averaging of three different motion way). For the motion frequency
determined by the largest impulse from the significant peaks, the average walking
and running frequencies were found to be 3.571 (Hz)- 5.357 (Hz) for lateral,
3.521 (Hz)- 5.633 (Hz) for oblique, and 2.205 (Hz)- 2.941 (Hz) for frontal views,
respectively. The average threshold values in frequency were used to discriminate
the walking and running actions. At this work, typical threshold values were
taken the mean of the averaging walking and running frequencies for each view.
The values given were extracted from the video at a frame rate of 25 Hz. Then,
four decision values based implementation correctly classify 94% for lateral view,
88% for oblique view, 76% for frontal view, of the gaits.

Finally, both threshold values on the variance of motion frequencies and
largest impulses in the power spectrum were implemented to have more robust
decision for motion analysis, then averaging correctly classify 94% of the hu-
man motion analysis even the silhouette data is produced from in noisy environ-
ments. At the experiments for motion discrimination, the database has 17 person
(2 child, 15 adults), and their action includes walking and running in outdoor
environment with three different way. Example frames are shown in figure 2.

3.3 Gait-Based Human Identification

We convert a two-dimensional silhouette shape into four one-dimensional dis-
tance vectors. The distance vector sequence is accordingly used to approximately
represent a temporal pattern of gait. This process of original feature extraction
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is illustrated in Figure 1. To eliminate the influence of spatial scale and sig-
nal length of the distance vectors, we scale these distance vector signals with
respect to magnitude and size through the sizes of the bounding boxes placed
around silhouette. Next, eigenspace transformation based on Principal Compo-
nent Analysis (PCA) is applied to time varying distance vectors derived from a
sequence of silhouette images to reduce the dimensionality of the input feature
space. A normalized Euclidean distance based pattern classification technique is
final performed in the lower-dimensional eigenspace for recognition. The training
process used is similar to the studies in [3].

4 Experimental Results and Conclusion

The database mainly contains video sequences on different days in outdoor and
indoor environments. A digital camera (Sony DCR-TRV355E) fixed on a tripod
is used to capture the video sequences. The algorithm presented here has been
tried on a database includes 17 people walking and running for motion discrim-
ination, and frame rate was 25 fps and the original resolution is 352x240. Test
results given in section 3 encourage to implement this kind of parameters for
human motion analysis for real time video surveillance applications, as long as
human performs the same actions during the test sequence.

At the initial experiments on gait recognition, a gait database is established
for our experiments. The database has 22 people, and subjects are walking later-
ally to the camera, the directions of walking is from left to right and from right
to left. The database includes two sequences for each subject. One sequence in-
cludes 3 gait cycle for each direction, and the length of each gait cycle varies
with the pace of the walker, but the average is about 26 frames. The subjects
walk along a straight-line path at free cadence in lateral view with respect to the
image plane, and 15 subjects were walking outside, an example frame is shown in
figure 2.a-left, 7 subjects were walking inside, the inside platform is also shown
in figure 2.a, but the subjects were walking in lateral view.

The initial results obtained using the proposed method are given in figure
4. Figure 4 shows the cumulative match scores for ranks up to 22, where figure
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Fig. 4. Cumulative match score characteristics in the database, the subjects were walk-
ing (Left) from left to right, (Right) from right to left
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uses the normalized Ecludiean distance similarity measures for each distance
vectors and their fusion. Two cycles were used for training, and next one cycle
was used for testing. Walking from left to right and the other direction are
separately tested to obtain initial experimental results. The more details on
the cumulative match score can be found in [13]. While only using alone each
distance vectors without making a relationship between each others, we can see
from experimental observations that recognition errors often happen when the
two smallest values of the similarity function are very close for one view but not
other view(s). Therefore, to have more robust classification, the classification
processes of the distance vectors are finally re-implemented by fusing Euclidean
distance measures. Then an increasing performance for the recognition has also
been recorded at the initial experimental study, as shown in figure 4.

The novelty in the presented algorithm lies in its simplicity, the efficiency of
the implementation, the usefulness in real-time applications, the effectiveness in
view independent applications, the robustness to some factors such as motion
object size and regular noise effects, and new approach includes multi-view and
multi-purpose aspects to silhouette for silhouette based human identification.
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